# Faces:

* 20 directories
  + one per person – named by user ID
* Naming convention - userid\_pose\_expression\_eyes\_scale.pgm
  + User ID:
    - 20 different values (number of persons)
  + Pose:
    - Head position of the person
    - 4 values – straight, right, left, up
  + Expression
    - 4 values – neutral, happy, sad, angry
  + Eyes
    - 2 values - open or sunglasses
  + Scale
    - How big is the image
      * 1: 128cx120r
      * 2 : 64x60
      * 4: 32x30
    - Will be using the quarter resolution(4) for the trainging to spare time
  + NB: some images has a bad suffix. Meaning they contains glitches.

# Documentation:

* **Files not to modify:** 
  + Pgmimage.c – read and write of pgm image files
    - Datastructures:
      * IMAGE and IMAGELIST(array of pointers to IMAGE)
  + Backprop.c – neural network package.
    - Supports three layer fully connected feedforward network.
    - Uses backpropagation algorithm for weight tuning
    - Routines for creating, training and using networks.
  + Hidtopgm.c
    - Hidden unit weight visualization utility
    - Interesting to explore some of the possible alternate visualization schemes.
* **Files to modify:** 
  + Imagenet.c
    - Interface routines for loading images into the input units of a network and setting up target vectors for training.
    - Modify load\_target when implementing the face and pose recognizer, so that it contains appropriate target vectors!
  + Facetrain.c
    - The top level program that uses all of the other modules.
    - Modify to change network sizes and learning parameters
    - Also modify performance\_on\_imagelist() and evaluate\_performance() for the face and pose recognizer.

# Facetrain

* **Running**:
  + ./facetrain –n <network file> -e <number of epocs> -T <test only> -s <seed> -S <number of epochs between saves> -t <training image list> -1<test set 1 list> -2 <test set 2 list>
  + network file – loads or creates a file to save the network
  + number of epochs – spcifies number of training epochs(default = 100)
  + test only – performance reported on all three sets.
  + Seed – input used as seed for random number generator (default = 102194)
    - Allows you to reproduce experiments if necessary
  + number of epochs between saves – default= 100, thus, if you train for 100 epochs, then the document is only saved after training is completed.
  + training image list
    - If this option is not specied it is assumed that no training will take place epochs = 0.
    - In this case the statistics for the training set will all be zeros
  + 2 test sets serves for the purpose of having one set to train and test on, and when the performance on the test set begins to degrade you can use the second set for a “real” test.
* **Output:**
* For each epoch the following performance measures are output
  + **epoch delta trainperf trainerr t perf t err t perf t err**
* **epoch :** number of epoch just completed
* **delta:**  sum of all delta values on the hidden and output units as computed during backprop, over all traning examples for that epoch.
* **Trainperf:** Percentage of examples correctly classified in the training set
* **Trainerr**: Average, over all training examples, of the error function
  + 0.5\*sigma(ti – oi)^2
* **T1perf**: percentage of examples in test set 1 correctly classified
* **T2err:** Average, over all training examples, of the error function
* **T2perf: --“”---** set 2.
* **T2err**: ---“”--- set 2.